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Abstract— In the past decade, mobile devices and applications
have experienced an explosive growth, and users are expecting
higher data rates and better quality services every year. In this
paper, we propose several ideas to increase the functionality
and capacity of wireless networks using software-defined net-
working (SDN) and cloud computing technologies. Connections
between users and services in mobile networks typically have
to pass through a required set of middleboxes. The complex
routing is one of the major impetus for the SDN paradigm,
which enables flexible policy-aware routing in the next generation
mobile networks. In addition, the high costs of middleboxes
and limited capabilities of mobile devices call for revolutionary
virtualization technologies enabled by cloud computing. Based on
these, we consider an online routing problem for mobile networks
with SDN and cloud computing. In this problem, connection
requests are given one at a time (as in a real mobile system),
and the objective is to steer traffic flows to maximize the total
amount of traffic accepted over time, subject to capacity, budget,
policy, and quality of service constraints. A fast log-competitive
approximation algorithm is developed based on time-dependent
duals.

Index Terms— Mobile network, routing, software-defined
network, cloud computing, network function virtualization.

I. INTRODUCTION

MOBILE data is continuing to grow exponentially, and
is taking up a larger portion of total Internet traffic

in recent years. As various portable mobile devices like
smartphones, tablets, and netbooks become more prevalent,
people are using mobile Internet more frequently and have
shifted a large portion of their online activities, including web
surfing, online banking, video streaming, social networking,
and online gaming, from traditional cable Internet services to
their mobile counterparts.

Such an exponential growth of mobile data, as well as the
vast variety of online activities, imposes a heavy burden on
mobile network service providers. Not only do these carriers
need to upgrade their network capacities frequently, but they
also need to provide differentiated services and meet the
varied QoS requirements imposed by different mobile Internet
applications. Mobile networks significantly differ from fixed

Manuscript received January 24, 2016; revised August 16, 2016;
accepted November 14, 2016; approved by IEEE/ACM TRANSACTIONS ON

NETWORKING Editor S. Puthenpura. Date of publication January 16, 2017;
date of current version June 14, 2017.

Z. Cao and S. S. Panwar are with the Tandon School of Engineering,
New York University, Brooklyn, NY 11201 USA (e-mail: caozizhong@
gmail.com; panwar@catt.poly.edu).

M. Kodialam and T. V. Lakshman are with Bell Laboratories, Nokia,
Crawford Hill, NJ 07733 USA (e-mail: muralik@alcatel-lucent.com;
t.v.lakshman@alcatel-lucent.com).

Digital Object Identifier 10.1109/TNET.2016.2638463

Fig. 1. Routing in 4G LTE mobile network.

Internet service provider (ISP) networks in that they adopt a
different set of protocols for addressing/routing, and special
network elements (NE) are used for various control and data
plane tasks.

The latest 4G LTE network uses an all-IP evolved packet
core (EPC) [1], but the network structure is still hidden
from the public Internet, and mobile traffic from/to a mobile
user equipment (UE) must pass through special NE including
eNodeB, serving gateway (SGW), packet data network gate-
way (PGW), and certain middleboxes in a specific manner.
Depending on the specific applications, typical middleboxes
[2], [3] may include intrusion detection and prevention for
enterprise customers, link monitoring and rate adaptation for
video streaming, echo cancellation for voice-over-IP calls, data
volume measurement for billing and charging, etc.

At present most NE are statically deployed in the network,
and routing paths among these nodes are often pre-determined.
According to 3GPP specifications [4], mobile data traffic in
current 4G LTE networks is routed in a hop-by-hop manner,
either according to fixed routing tables or with limited load
balancing capabilities, as shown in Fig. 1. More specifically,
a UE selects an eNodeB according to channel measurements,
the eNodeB selects a Mobility Management Entity (MME)
according to tracking area identification (TAI), and the MME
selects a PGW according to access point name (APN) and
an SGW according to TAI. The PGW is solely responsible
for QoS. It maps traffic flows into different QoS classes,
which are then translated into DiffServ priorities enforced
in a per-hop manner. This strategy cannot fully utilize the
networks to meet customers’ needs due to its poor flexibility
when facing asymmetric traffic fluctuations, and lacks fine-
grained optimization of network resources and end-to-end
traffic steering.

The presence of various NE and multiple instances is one
of the significant reasons for the emergence of the software
defined networking (SDN) paradigm. SDN [7] decouples the
data and control planes, and routing decisions are made in a
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Fig. 2. Routing in a software-defined mobile network.

centralized manner rather than hop-by-hop. For each traffic
flow, the controller not only selects the best NE, but can
also specify the best route to take, as shown in Fig. 2.
This gives SDN the ability to steer traffic in fine granular-
ity to enforce policy-based routing, meet QoS requirements
of various applications, and perform network-wide resource
optimizations as well. Therefore, SDN becomes a promising
candidate to enhance mobile networks [8].

Another emerging technology to enhance the performance
of mobile networks is cloud computing. Instead of the scale-up
approach adopted by traditional IT industry in building ded-
icated, stand-alone, high performance software and hardware
systems, cloud computing follows a scale-out approach that
utilizes a large pool of commodity servers as general-purpose
computing resources and deliver configurable IT services on
demand to various users. Cloud computing can be applied
to several different aspects of mobile networking, such as
network function virtualization (NFV) [9]–[11] and mobile
cloud computing [12]–[14], and it is a promising complement
to SDN.

In this paper, we address the unique challenges of traffic
steering and service deployment in mobile networks, and adopt
SDN and cloud computing as key enabling technologies to
design and optimize next generation mobile networks. Part
of this work is based on our previous workshop paper [15].
Our main contributions are:

1) We utilize an SDN framework to enable flexible policy-
aware routing and centralized network optimization, and
incorporate cloud computing to drive next generation
mobile networks.

2) We formulate a mixed integer programming to maximize
the total traffic accepted over time under capacity/
budget constraints, and propose a competitive online
routing algorithm to achieve policy-awareness and
QoS guarantee.

3) We perform extensive numerical experiments to investi-
gate the performance of our proposed routing algorithm
under various network settings, and demonstrate its
advantages over other prevalent heuristic algorithms.

II. RELATED WORK

As key supporting components toward next genera-
tion mobile networks, routing and provisioning for mobile
data traffic have attracted much attention in recent years.
In [3] and [8], the authors call for rethinking of cellular

core networks, and propose to use an SDN framework.
It is envisioned that with SDN, mobile networks can allow
for more flexible traffic steering, fine-grained monitoring,
seamless mobility, distributed QoS and access control, etc.
A SoftCell prototype has also been built to support these
arguments. In [10], NFV and SDN are applied to the 4G LTE
core gateways, and two redesigns of the these gateways are
proposed: a virtualized one provisioned through NFV, and
a decomposed one controlled by SDN. The authors also
perform extensive measurements and solve function placement
problems in the new framework. These works have greatly
influenced this paper, but note that they mostly focus on
the system architecture aspect but not the algorithmic aspect
and thus have not considered flow scheduling and routing
algorithms that work specifically with SDN and NFV.

In the meantime, middlebox implementation issues have
also received increasing attention [2], [16]–[18]. It has been
recognized [2], [16] that network planning has become more
complicated with policy enforcing, and can be a potential bot-
tleneck. Therefore, various load balancing strategies have been
developed to distribute middlebox traffic across the networks.
In [19], routing policies are enforced in an SDN framework
using a non-deterministic finite automation with graph encod-
ing. However, the authors do not provide a fast approximation
scheme to tackle the NP-completeness, and traffic steering is
performed offline. In [20], the authors study the problem of
policy-aware application cloud embedding. The paper shows
that several embedding problems are NP-complete, and deals
with online embedding of flow security graphs (FSG) for each
request. One caveat with this work is that the number of
candidate paths must be polynomial, and it is assumed that
once a request enters the system it is there permanently.

In contrast to these papers, we propose to incorporate SDN
and cloud computing into mobile networks, and tackle the
problem with both system architecture and algorithm designs.
In addition, we consider more realistic mobile networks in
which each flow can have an exponential number of candidate
paths, stays for a finite duration, and is not available to the
scheduler ahead of time. As will be shown later, we solve this
more challenging problem by developing a fast online routing
algorithm that is aware of the latency/congestion/budget and
guarantees log-competitiveness with respect to the optimal
offline solution.

III. DESIGN MOTIVATIONS

A. Expectations of the Next Generation 5G Network

Over the past few years, the next generation 5G mobile
network has been gaining interest in both academia and
industry. While the standardization of 5G and commercial
deployments are still a few years away [5], there have been
clearer expectations on what 5G should bring to users [6]
with several proposals on air link, fronthaul, and backhaul
technologies. Among various expectations on different aspects,
we pick the two that are most perceived by users:

1) Data Rate: 1Gbps to tens of Gbps peak data rate;
2) Latency: 1ms for extremely low latency use cases or at

most 10ms for others.
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Compared with the latest 4G LTE network, the next gener-
ation 5G network needs to sustain orders of magnitude higher
data rate at orders of magnitude lower latency, which is very
demanding and requires rethinking of the network architecture.

On the latency issue, we should first realize that a low
latency in the order of 1ms is not always achievable due to
physical constraints. For example, if two users are connecting
directly between New York City and San Francisco, then the
2700 miles distance would cause no less than 14ms network
latency at the speed of light. Fortunately, such an extreme case
is not common, and in many cases a higher replication factor
can be traded for a lower latency. For static content like images
and videos, Content Delivery Networks (CDN) can replicate
content to the edge of the network, which then are able to serve
users in close network proximity at much lower latencies.
For other dynamic web services, we can also create multiple
web server instances and database replicas, and redirect users
to the closest one. In the following, we shall focus on the
throughput-latency tradeoff in resource replication, while in
network planning there is also a latency-expense tradeoff since
replication often results in higher migration and storage costs.

Consider a simplified scenario in which many users and
r resources are uniformly placed on a planar area, then the
average distance between each user and its closest resource is
proportional to 1/

√
r. Following this idea, in order to serve

all users across the coasts of the United States within the 1ms
latency bound, we would need at least 8 resource replicas
along the east-west span. This number needs to be further
multiplied by at least 5 if we take the south-north span into
account as well, resulting in a total of 40 replicas. Even more
would be needed if we consider other factors like network
topologies and processing latencies. The same argument also
applies to the gateways and middleboxes that need to be
traversed by user traffic flows, because otherwise the scarcity
of these NE may result in triangular routing and void the
efforts we have made in replicating the resources.

In addition to the strict latency requirement, the high data
rate requirement is also an important concern. The data rate
of mobile traffic has experienced exponential growth over the
past few years, and this trend shall continue to add more
burdens to the infrastructure of mobile networks. Great efforts
have been made and new technologies have been proposed
to increase the network capacity commensurately. However,
because network infrastructures are often statically deployed
and cannot easily adapt to varying demands, traffic engineering
and network scheduling are still key to high performance.
On the other hand, when we replicate resources and deploy
more NE to achieve a lower latency, the throughput (the
amount of traffic delivered from source to destination in unit
time) of the network can be boosted at the same time. As the
user requests get served in closer proximity, the traffic flows
will traverse through a smaller portion of routers and links,
which effectively reduces the burden on the network load and
increases the amount of traffic that can be sustained. For a
given network with fixed topology and capacity, if we assume
that all link utilizations are always kept unchanged, then the
average throughput should be inversely proportional to the
average latency, and thus is proportional to

√
r.

B. A Software Defined Mobile Network
With Cloud Computing

As discussed above, the stringent latency constraints on
5G mobile networks call for extensive replications of resources
and NE, which in turn add more burdens to network capacity
and make traffic routing more complicated. Complex routing
is one of the major impetus for the SDN paradigm, and
the high costs of flexible resource/NE replications greatly
benefit from cloud computing. Therefore, we propose an SDN
framework with cloud computing to address the challenges of
next generation mobile networking.

1) Fine-Grained Traffic Steering in a Software Defined
Network: In an SDN, the control plane and the data plane
are decoupled, which allows for centralized routing deci-
sions and distributed packet forwarding. The control plane
of the network is aggregated in an SDN controller which
communicates with the routers using a standard interface like
OpenFlow. Typically, a special request or the first packet is
sent to the SDN controller for each new flow, and the following
operations are done by the SDN controller:

1) Policy Lookup: The policy table at the controller deter-
mines the logical sequence of NE that the packets in the
flow have to pass to satisfy the policy requirement.

2) Flow Steering: The SDN controller maps this logical
sequence of NE into the physical network according to
certain QoS requirements and optimization criteria.

3) Route Installation: Once this logical path is mapped into
the physical path, the SDN controller makes changes in
the forwarding table on all the routers in the path so that
all packets in the flow are routed along the desired path.

A doubt may arise here that the scheduling time at the
SDN controller and round-trip time to set up the routing path
can become large as the network grows. This is true but
we do not need to be overly pessimistic about this. On one
hand, the control-plane latency does not necessarily add to
the data-plane latency perceived by the end user. For those
latency-sensitive applications like virtual reality, automated
driving, and remote surgery, routing is performed at most
once during connection initialization but does not affect the
connection quality later on. For other less demanding appli-
cations like web browsing, a long-lived connection can be set
up beforehand rather than dynamically allocated on demand.
This idea is similar to the default vs. dedicated bearers in the
current 4G LTE networks. On the other hand, the routing and
scheduling tasks can be distributed to multiple SDN controllers
placed at different locations, and thus come closer to the end
users. This may significantly reduce the control-plane latency
at the cost of looser consistency in network states and/or more
sophisticated synchronization.

SDN brings about many opportunities to optimize current
mobile networks [3], [21], [22]. More importantly, it gives
us more freedom to rethink what future network architectures
should look like and how routing should be performed to meet
the increasing demands.

2) More Flexible and On-Demand Service Deployment With
Cloud Computing: Network function virtualization (NFV) is
a network architecture concept that proposes to virtualize
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Fig. 3. Network function virtualization and mobile cloud computing.

application-specific NE functions on top of commodity servers
and can leverage the cloud computing infrastructure, as shown
in Fig. 3. It can boost the carrier capabilities and reduce the
high capital and operational costs incurred by special-purpose
NE hardware. Instead of spending large capital to purchase
powerful proprietary hardware in prior, mobile network service
providers can now shift to NFV with cloud computing and
pay operational expenses over time. With cloud-based NFV,
these special NE can be deployed on demand and spread
throughout the network, which grants more flexibilities to
mobile traffic scheduling. All these benefits make NFV a
scalable and profitable solution for mobile networks.

Besides NFV, cloud computing has been applied to mobile
UE as well, also known as mobile cloud computing (MCC).
MCC can host proxies or clones of UE in large data cen-
ters or regional cloudlets, and allow mobile users to offload
computation-intensive applications to the cloud. When care-
fully done, MCC could significantly enhance the user expe-
rience by boosting device capabilities and extending battery
life at the same time without affecting users with network
latencies. Full-featured MCC can also serve as a proxy for any
UE to terminate connections, serve requests, or participate in
data collections in the capacity of the UE.

Furthermore, cloud computing can also be used to scale
the central controller in the SDN framework, which is
computation-intensive and could be a bottleneck as well.
Instead of using a single super-scheduler to perform all the
resource scheduling and traffic engineering, we can distribute
these tasks to many different servers if parallelism could be
exploited from the routing algorithm.

However, note that resource virtualization through data
centers should be taken into account when making allocation
decisions, as virtualized resources have different costs and
limitations from the dedicated ones we are familiar with.

3) Design Goals: Viewing the limitations of the latest
4G LTE network versus the requirements of the 5G mobile
network, we propose an SDN architecture with cloud comput-
ing to enhance the network capabilities, as shown in Fig. 4.
The main design goals are as follows:

1) Integrated resource selection and content routing.
As content/computing resources become more scattered
and dynamic, the traditional way of performing selection
separately from routing will no longer suffice.

2) Flexible policy enforcement through SDN. Fine-grained
control should be exercised to steer data flows through
NE deployed throughout the network.

3) Providing truly end-to-end QoS guarantees. QoS opti-
mization should be pushed to both ends of data flows
rather than on a hop-by-hop basis.

Fig. 4. Policy-aware routing in a software-defined mobile network.

4) Scattering of network functions. Light-weight NE should
be widely deployed to avoid triangular routing, probably
on-demand through NFV.

5) Incorporate MCC to enhance the UE capabilities using
cloud infrastructures. Special considerations need to be
made for allocation and routing.

6) Competitive network resource optimization. This has
often been carried out in a distributed way and settled
at sub-optimal heuristic solutions, yet it can be further
explored in a centralized manner.

7) Coordination across mobile networks, either for data
roaming across different carriers or when multiple radio
access technologies (RAT) co-exist for the same carrier.

IV. PROBLEM FORMULATION

We consider a generic mobile network represented by a
directed graph G = (V , E), where V denotes a set of n nodes
making up the network, and E denotes a set of m directed
links connecting the nodes, as shown in Fig. 4. The graph G
is assumed to be mesh-connected, having multiple paths
connecting each pair of nodes. Every link e is associated with
a fixed capacity ce and a unit operational cost bet that may
change over slotted time t. The node set V contains standard
routers and special NE attached to routers, including gateways,
middleboxes, data centers, etc. Note that we only care about
those NE that are hosted inside the mobile network or within
the reach of the SDN controller, and there may be multiple
instances of each type of NE in the network. These NE can be
either dedicated equipment with a fixed processing capacity,
or dynamically provisioned through NFV from data centers
at certain operational costs. Such node capacities cv and unit
costs bvt are assumed to be pre-processed and transformed
into link parameters mentioned above. This can be done by
splitting each node v into two shadow nodes v and v′, and

connecting them with a single directed link e =
−→
vv′ that binds

with capacity ce = cv and unit cost bet = bvt. Also assume
that we have a budget Bt that restricts the total costs we could
spend during any time slot t. This budget may change over
time in response to varying traffic volume, electricity price,
company strategy, and many other factors.

Each mobile traffic flow enters the network at its ingress
node and has to visit a set of NE in a specified order before
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leaving the network at its egress node. Let sd denote the
ingress node for flow d, td denote the egress node, and kd

represent the number of NE that flow d needs to traverse.
The policy list for flow d is defined as an ordered list
{Md[1], Md[2], . . . , Md[kd]}, with each Md[i] representing the
i-th type of NE that flow d needs to visit in a sequential order.
When MCC is enabled for a certain flow, its traffic should
always route through the hosting data center, so this should
also be included in the policy list. For each flow d, policy-
aware routing aims at finding paths p that conform to its policy
list, and we denote the set of all such paths by Pd. A policy-
aware path p is made up of kd +1 route segments p(i), where
p(1) routes from sd to Md[1], p(i) for 2 ≤ i ≤ kd routes from
Md[i − 1] to Md[i], and p(kd+1) routes from Md[kd] to td.

Also, each traffic flow d is associated with a certain traffic
demand. For mobile networks, we assume that each traffic
demand can be specified using a fixed (or bounded) band-
width hd and a certain time duration τd � τf

d − τs
d + 1,

where τs
d represents the starting time slot, and τf

d represents
the finishing time slot. For MCC-enabled flows, a single hd

may not accurately describe the traffic demand, because the
bandwidth before and after passing the host can be different.
This can happen if the MCC acts as a file server for external
request, performs adaptive transcoding on incoming videos,
or simply caches uplink/downlink data when the connection
is unstable. Things can become even more complicated during
mobile-to-mobile communications. Therefore, we add another
set of weight parameters γ

(i)
d for 1 ≤ i ≤ kd + 1 such that

γ
(i)
d hd denotes the bandwidth on route segment p(i). Note that

hd is always chosen such that γ
(1)
d = 1.

In addition to routing policies and traffic demands, mobile
traffic is also subject to certain QoS constraints. Typical QoS
constraints [23] include bounded packet latency, limited packet
loss, etc. In this paper, we mainly focus on the end-to-
end packet latency constraints, while the packet loss limit
can be enforced in a similar way. The end-to-end latency
constraint Wd for each mobile traffic flow d can be different.
In this paper, we assume that the network latencies are
mainly caused by processing at NE nodes and transmission
through physical links, and each node/link contributes a fixed
amount of latency we regardless of the traffic load. Such an
assumption is reasonable if we set aside a cushion bandwidth
and balance/restrict the traffic load on each link to be strictly
lower than a certain threshold, which is part of the goal of fine-
granularity scheduling enabled by SDN. The more challenging
problem with congestion delays will be studied in future work.
Therefore, the sum of latencies on any QoS-guaranteed path
p serving flow d cannot exceed Wd. In addition to the end-
to-end latency constraint, sometimes we may need to enforce
some other constraints as well. One example is the latency
between a UE and its host when MCC is supported because
the user experience of MCC is often latency-sensitive. In this
case, the sum of we on the UE-to-MCC segment pmcc of any
QoS-guaranteed path p serving flow d cannot exceed W mcc

d .
Another example of this type is bounding the UE-to-SGW
latency for more precise locality or less down time during
handover, which can be modeled in a similar way. See Table I
for a complete list of notations.

TABLE I

LIST OF NOTATIONS

V. ONLINE TRAFFIC STEERING FOR MOBILE NETWORKS

A. Maximizing Total Accepted Traffic Over Time

A major objective of mobile traffic steering is to maximize
the total amount of traffic accepted over time in a policy-aware
manner without violating any node/link capacity, operational
budget, or QoS constraints. In this section, we formulate a
variant of the well-known maximum multi-commodity flow
problem [24], and incorporate other techniques to meet policy
awareness and QoS constraints.

We now formulate the problem as a mixed integer pro-
gramming problem. We use a binary variable xdp to indicate
whether path p is chosen for flow d. When a request enters the
system, it is either accepted for the entire duration and carried
on a single path or is rejected.

Maximize α �
∑

d

∑

p∈Pd

hdτdxdp (1a)

Subject to
∑

p∈Pd

xdp ≤ 1, ∀d (1b)

∑

d|t∈[τs
d ,τf

d ]

∑

p∈Pd|e∈p

∑

i|e∈p(i)

γ
(i)
d hdxdp ≤ ce, ∀e, ∀t

(1c)∑

d|t∈[τs
d ,τf

d ]

∑

p∈Pd

∑

i

∑

e∈p(i)

betγ
(i)
d hdxdp ≤ Bt, ∀t

(1d)

xdp

∑

e∈p

we ≤ xdpWd, ∀d, ∀p ∈ Pd (1e)

xdp ∈ {0, 1}, ∀d, ∀p (1f)

Objective (1a) seeks to maximize the total accepted traffic
over time. Note that the bandwidth of a single flow d may
change across different route segments i due to MCC or other
NE, while we are only interested in the component hd that
is directly perceivable from the UE, because users are often
charged based on this portion of mobile data. Constraint (1b)
ensures that each flow d is allocated at most once.
Constraint (1c) enforces the link capacity constraints at
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all times. Since each link can be traversed by multiple route
segments of multiple flows with different bandwidth require-
ments, we must aggregate all of them together for the overall
link utilizations. Constraint (1d) restricts the operational
costs to be lower than the budget we have at any time. Con-
straint (1e) enforces the end-to-end latency constraints on all
selected paths. For paths that are not selected, these constraints
are satisfied trivially due to xdp = 0. Other QoS constraints
can be added in a similar way on demand. Constraint (1f)
defines the allocation to be unsplittable (all-or-nothing), which
makes the formulation a mixed integer programming (MIP).

Solving the above MIP formulation directly would incur
exponential complexity due to the large number of policy-
aware candidate paths in Pd, which is undesirable. Thus we
follow a primal-dual approach to reduce the complexity.

In order to write the dual, we define three sets of
dual variables: zd corresponds with every demand
fulfillment constraint (1b), let corresponds with every
link capacity constraint (1c); and φt corresponds with every
budget constraint (1d). Enforcing QoS constraints (1e) and
finding policy-aware paths Pd will be handled separately.

Minimize β �
∑

d

zd +
∑

t

∑

e

celet +
∑

t

Btφt (2a)

Subject to
∑

t∈[τs
d ,τf

d ]

∑

i

∑

e∈p(i)

γ
(i)
d (let + betφt)

τd
+

zd

hdτd
≥ 1,

∀d, ∀p ∈ Pd (2b)

let ≥ 0, ∀e, ∀t (2c)

zd ≥ 0, ∀d (2d)

φt ≥ 0, ∀t (2e)

B. A Generic Competitive Online Routing Algorithm

As both primal and dual formulations of the problem have
been set up, we can now move forward to solve them. There
is abundant work in the literature giving optimal or heuristic
offline solutions [25] to primal-dual problems of this kind. One
major assumption of these offline solutions is that all traffic
flows are known ahead of time. However, due to the continuous
and first-come-first-serve (FCFS) nature of mobile data traffic,
it is usually infeasible to predict the flows in advance and
solve the routing problem offline or through batch processing.
Therefore we shall focus on online algorithms that handle
flow allocations in real-time. We shall assume for now that
the algorithm is executed by a standalone server, and then
shed light on practical constraints and distributed execution
later.

Our objective is to find an online algorithm with a guar-
anteed competitive ratio. The competitive ratio of an online
algorithm is the worst case ratio of the objective function
achieved by the online algorithm to that achieved by the opti-
mal offline algorithm. We first describe a generic competitive
online routing algorithm [25], and later extend it to address
the unique challenges in mobile traffic steering. As we shall
see later, the primal-dual algorithm uses the a combination of
the dual variables let + betφt as the link lengths, and updates
them according to the primal allocations.

1) Initially, all link lengths are set to 0;
2) Whenever a new traffic flow is requested:

a) if the shortest path to route this flow is no longer
than a certain threshold, then the flow is accepted and
allocated onto its shortest path, and the length of all
links on this path are incremented according to their
utilizations;
b) if the shortest path to route this flow is longer than
the threshold, the flow is rejected.

The intuition behind this generic algorithm is that highly
congested links will accumulate larger lengths and thus are
less likely to be further utilized when performing shortest
path routing for future traffic flows. In this way, mobile traffic
can be steered throughout the network rather than limited to
random hot-spot areas. Meanwhile, each individual flow is still
allocated onto a short path, consuming as few resources as pos-
sible while avoiding congestion in the network. Furthermore,
when the network is already congested, those flows that require
too many hops or must go through certain hot-spot areas will
be dropped in order to leave space for less-demanding future
requests. With all these heuristics working together, a log-
competitive online algorithm can be designed with a careful
selection of parameters and formulas.

Using this method, the network-wide multi-commodity
flow problem is essentially transformed into a series of
less complicated shortest path routing problems. Compared
with other alternatives that approaches the MIP formulation
directly, this algorithm retains the independence and
integrity of each flow and is especially extensible for more
complicated routing problems. As we shall see later, special
routing policies and various QoS constraints for each flow
can be easily incorporated into this algorithm.

C. Enforcing Routing Policies With Graph Layering

A key step in the generic online routing algorithm involves
computation of the shortest path from sd to the td for each
flow d. When applying this generic algorithm to policy-aware
routing, the simple shortest path will need to be replaced by
a policy-aware shortest path visiting multiple NE along the
way, which is much more difficult to compute. Since there are
multiple instances of each NE, part of the optimization is to
determine which NE to route through.

Our approach to enforce routing policies is to construct a
layered graph Ġd, which is constructed as follows. For any
flow d, we make kd + 1 copies of the original graph G and
turn each copy Ġ(i)

d = (V(i), E(i)) into one layer of Ġd. As
we shall see later, layer 1 at the bottom is used for routing
from the source s

(1)
d to M

(1)
d [1], layer 2 ≤ i ≤ kd is used

for routing from M
(i)
d [i − 1] to M

(i)
d [i], and the top layer

kd +1 is used for routing from M
(kd+1)
d [kd] to the destination

t
(kd+1)
d . The length of link e(i) in layer i is set to γ

(i)
d times

the its mean length over the duration of flow d, i.e., l̇e(i) �∑
τs

d≤t≤τf
d

γ
(i)
d (let + betφt)/τd, ∀i, ∀e(i). Because there are

no negative links in the graph, the shortest path in each layer
must be a simple path visiting each node/link at most once.

In order to enforce the routing policies, we then
introduce (0, 0, 0,∞) links to stitch the layers together,
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Fig. 5. Enforcing routing policies in a layered graph Ġd.

where (let, bet, we, ce) denotes the link parameters. Each
instance of M

(i)
d [i] in layer 1 ≤ i ≤ kd is connected to

its correspondent M
(i+1)
d [i] in layer i + 1. Also, we add a

unique ingress node ṡd to connect with s
(1)
d in the bottom

layer through a (δ, 0, 0,∞) link of length 0 < δ 	 1, and
a unique egress node ṫd to connect with t

(kd+1)
d in the top

layer through a (0, 0, 0,∞) link. The reason why we need
this small δ here will be explained later. In this way, flow d
must start from the bottom layer, climb upwards through the
(0, 0, 0,∞) links by visiting the NE in a specific order, and
finally reach the destination in the top layer. The policy-aware
shortest path ṗd can be found by running a simple shortest
path routing algorithm in the layered graph Ġ from ingress
node ṡd to egress node ṫd, as shown in Fig. 5. It is important
to note that the parameters of all auxiliary links introduced in
this paragraph are fixed and will never change throughout the
optimization process regardless of the path updates.

Finally, the shortest path ṗd we have just found in the
layered graph Ġ can be mapped back to pd in the original
graph G, by suppressing all copies into one single layer and
eliminating auxiliary links connecting the layers.

D. Meeting QoS Requirements

Recall that when writing the dual formulation in
section V-A, we have intentionally set aside the QoS con-
straints xdp

∑
e∈p we ≤ xdpWd. These constraints are difficult

to transform into the dual formulation, hence they are enforced
as additional constraints to the candidate paths.

Similar to enforcing routing policies, we could substitute
the simple shortest path in the generic online routing algorithm
with a constrained shortest path to guarantee the QoS. There
have been much work in literature addressing the constrained
shortest path problem since 1980’s, and many different algo-
rithms have been proposed. Therefore, we could reuse any
existing constrained shortest path algorithm as is, and plug
it into the generic framework as a subroutine of our online
routing algorithm.

It is also important to note that QoS-guarantee can
be achieved simultaneously with policy-awareness. This is
because the key step of policy enforcement in section V-C
is still a simple shortest path routing, though in a much
larger graph with multiple layers. If we set we(i) = we for
all links e(i) in all layers i and replace the simple shortest
path in the layered graph Ġ with a constrained shortest path,
then QoS enforcement can be integrated with policy-aware
routing.

Unlike the simple shortest path problem that can be solved
efficiently within O(n log n+m) time in a generic graph with
n nodes and m links, the constrained shortest path problem is
generally NP-hard, so we have to settle for a certain level of
approximation. Many proposed algorithms only work for the
single constraint scenario, while only a few can be extended to
support multiple constraints as well. For example, in addition
to meeting end-to-end latency requirements, sometimes we
may want to ensure that the selected SGW and MCC hosts
are close enough to the users as well, so as to improve
the user experience during cellular handover or computation
handoff.

In the following we show how different (1+ ε) approxima-
tions can be achieved in various scenarios.

1) Single-Constraint Scenario: Fast fully polynomial time
approximation schemes (FPTAS), like Hassin’s algorithm [26]
achieving (1 + ε) path length approximation within
O
(
log log UB

LB (ε−1mn + log log UB
LB )

)
time, can be used to

compute the constrained shortest path efficiently. When com-
puting the policy-aware shortest path in Ġd with end-to-end
latency constraint, the upper bound of the shortest path length
could be set as UB = kmaxnl̇max, the lower bound could
be set as LB = δ, and n, m should increase by kmax

times. We shall prove later that l̇max = O(1), while δ in
the lower bound comes from the short link connecting ṡd to
s
(1)
d and is intentionally added to avoid the infinite loop to

achieve (1 + ε) path-length approximation around L(ṗd) = 0.
Here we use a “max” subscript to indicate the maximum
value of the parameter, and a “min” subscript to indicate the
minimum positive value of the parameter. Therefore, the final
complexity is Tṗd

= O
(

log log(kmaxn/δ)
(
ε−1k2

maxmn +

log log(kmaxn/δ)
))

.

2) Relaxed Multi-Constraint Scenario: Computing the
shortest path under multiple side constraints is much
more difficult. Existing literature often gives solutions to the
problem after certain relaxations. In [27, Sec. 3.3], the authors
relax the original problem by dropping the path integrality
constraint, so that traffic flow can be split into multiple paths,
and the constraints are only satisfied by the average values
of these paths. Then they use a hull approach to obtain the
solution to the relaxation, which is a lower bound of the multi-
constrained shortest path but without a constant approximation
guarantee. As a result, this method is only suitable for
splittable traffic and QoS guarantee in an average sense. When
enforcing several different latency constraints (end-to-end,
MCC, UE-to-SGW) in a generic graph made up of n nodes and
m links with integral lengths and latencies, this algorithm can
derive an exact solution to the relaxation with a conjectured
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time complexity of O
(
log(nlmaxwmax)(n log n + m)

)
. But

for a layered graph Ġd with real-valued parameters, if we
terminate the hull approach as soon as the gap between
the upper bound and lower bound of L(ṗd) becomes
smaller than εδ ≤ εL(ṗd), then the final time complexity is
Tṗd

= O(log(nkmax l̇maxwmax/εδwmin)(nkmax log(nkmax) +
mkmax)).

3) Strict Multi-Constraint Scenario: Designing an online
algorithm for the strict multi-constraint shortest path is
even more challenging, and fast solutions with a constant
path-length approximation guarantee might not be available.
Therefore, we could only fall back to classical dynamic
programming approaches [27].

E. A Log-Competitive Online Algorithm for Maximizing
Total Accepted Mobile Traffic Over Time

Summing up all the aforementioned techniques, a log-
competitive online solution is designed as follows.

Denote the largest values of kd and τd for all flows as
kmax and τmax. Also, because the network is connected, we
have n = O(m). Hence the time complexity for constructing
Ġd is TG = O(mkmax), the time complexity for defining
the length system L̇ is TL̇ = O(mkmaxτmax), the time
complexity for finding the policy-aware and QoS-guaranteed
shortest path ṗd in Ġd is Tṗd

as in section V-D, and the time
complexity for updating the path lengths along pd in G is
Tpd

= O(nkmaxτmax). Therefore, the overall time complexity
for each flow allocation is T = O(mkmaxτmax + Tṗd

).
Such a complexity can become high as the network grows

larger and more traffic flows emerge, and even worse if we
want to find close approximations of QoS-constrained shortest
paths. In order to scale the system, we need to exploit the
parallelism of the algorithm and distribute the computation-
intensive tasks to multiple schedulers. Fortunately, the
algorithm above is indeed parallelizable under reasonable
assumptions. To be more specific, if the cost of each single
traffic flow is much smaller than the link capacities and budget
constraints, then the allocation of a set of traffic flows can
be delegated to multiple different schedulers and performed
simultaneously using their local versions of the network states
(which may be slightly outdated). Allocations performed by
each single scheduler need to be eventually propagated to
all other schedulers to update their local versions of network
states, but strong consistency among different schedulers
is not a must, because the allocation of each single traffic
flow will not significantly affect the network and budget
utilizations. While this breaks the serializable consistency, the
loss of accuracy is minor and the whole system can tolerate
out-of-sync network states to some reasonable extent.

F. Competitiveness Analysis of the Online Algorithm

Denote by Γmax the maximum value of Γpd
, Ψmax the

maximum value of Ψpd
, γmin the minimum positive value

of γ
(i)
d , bmin the minimum positive value of bet, and τmax

the maximum value of τd. For those γ
(i)
d = 0 (or bet = 0),

let (or φt) is meaningless and therefore ignored. The compet-
itiveness of Algorithm 1 can be proved as follows:

Algorithm 1 A Log-Competitive Online Algorithm for
Maximizing Total Accepted Mobile Traffic Over Time

Data: Graph G = (V , E); link capacities ce and unit costs
bet; a sequence of flows d, each with source sd,
sink td, bandwidth requirement hd, policy list
{Md[i]} together with bandwidth variation {γ(i)

d }
for 1 ≤ i ≤ kd, starting time τs

d , and finishing time
τf
d ; operational budgets Bt; a small δ;

Result: Sequential decision of flow allocation xdp;
Initialize xdp := 0, ∀d, ∀p; let := 0, ∀e, ∀t; zd := 0, ∀d;
φt := 0, ∀t;

foreach flow d do
Construct a layered graph Ġd with kd + 1 copies of
the original graph G;

Stitch adjacent layers Ġ(i)
d in the layered graph Ġd

together by connecting each instance of M
(i)
d [i] in

layer 1 ≤ i ≤ kd to its correspondent M
(i+1)
d [i] in

layer i + 1 through (0, 0, 0,∞) links;
Define a length system L̇ on each link e(i) such that
l̇e(i) �

∑
t∈[τs

d ,τf
d ] γ

(i)
d (let + betφt)/τd, ∀i, ∀e(i);

Connect ṡd to s
(1)
d through a (δ, 0, 0,∞) link, and ṫd

to t
(kd+1)
d through a (0, 0, 0,∞) link;

Find the policy-aware and QoS-guaranteed shortest
path ṗd from ṡd to ṫd in the layered graph Ġd under
the length system L̇;

Map ṗd from the layered graph Ġd to its realization
pd in the original graph G;

if L(pd) � L(ṗd) �
∑

i

∑
e(i)∈ṗ

(i)
d

l̇e(i) < 1 then
xdpd

:= 1;

zd := hdτd;

Γpd
�
∑

i

∑
e γ

(i)
d �

e∈p
(i)
d

;

let := let

(
1 +

∑
i|e∈p

(i)
d

γ
(i)
d

hd

ce

)
+

∑
i|e∈p

(i)
d

γ
(i)
d hd

Γpd
ce

, ∀e ∈ pd, ∀t ∈ [τs
d , τf

d ];

Ψpd
�
∑

t∈[τs
d ,τf

d ]

∑
i

∑
e∈p

(i)
d

betγ
(i)
d /τd;

φt := φt

(
1 +

∑
i

∑
e∈p

(i)
d

betγ
(i)
d hd

Bt

)
+

∑
i

∑
e∈p

(i)
d

betγ
(i)
d hd

Ψpd
Bt

, ∀t ∈ [τs
d , τf

d ];

1) The algorithm produces a feasible dual solution.
Whenever a new flow d is requested, either it is accepted

and we assign zd = hdτd, or it is rejected because its
shortest path length L(pd) = L(ṗd) =

∑
i

∑
e(i)∈ṗ

(i)
d

l̇e(i) =
∑

t∈[τs
d ,τf

d ]

∑
i

∑
e∈p(i) γ

(i)
d (let + betφt)/τd ≥ 1, so inequal-

ity (2b) always holds for any flow d. Obviously, inequalities
(2c) and (2d) are also valid, hence the dual solution is
feasible.

2) In each iteration, the change of the dual objective is
bounded by that of the primal objective Δβ ≤ 4Δα.

If L(pd) ≥ 1, nothing changes, and Δα = Δβ = 0.
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If L(pd) < 1, we set xdpd
:= 1, thus Δα = hdτd, whereas

Δβ = Δzd +
∑

t

∑

e

ceΔlet +
∑

t

BtΔφt (3)

= hdτd +
∑

t∈[τs
d ,τf

d ]

∑

e∈pd

ce

∑

i|e∈p
(i)
d

(
γ

(i)
d hdlet

ce
+

γ
(i)
d hd

Γpd
ce

)

+
∑

t∈[τs
d ,τf

d ]

Bt

∑

i

∑

e∈p
(i)
d

(
betγ

(i)
d hdφt

Bt
+

betγ
(i)
d hd

Ψpd
Bt

)

= 3hdτd +
∑

t∈[τs
d ,τf

d ]

∑

i

∑

e∈p
(i)
d

γ
(i)
d hd(let + betφt)

= 3hdτd + L(pd)hdτd

≤ 4hdτd = 4Δα (4)

Therefore, Δβ ≤ 4Δα always holds.
3) The link capacity constraints in the dual problem is

violated by at most O
(
log(Γmaxτmax/γmin)

)
, if ce 
 1 and

ce 
∑
i|e∈p(i) γ

(i)
d hd, ∀d, ∀p ∈ Pd, ∀e.

We shall prove through mathematical deduction that the
value of let just before the arrival of flow d can be bounded
by the following expression:

let(d)

≥ (1+ 1
ce

)
�

d′<d|t∈[τs
d′ ,τ

f
d′ ]
�

p∈P
d′ |e∈p

�
i|e∈p(i) γ

(i)
d′ xd′phd′ − 1

Γmax
.

(5)

Initially let(1) = 0, and all xdp = 0, so the inequality holds.
Assume that the inequality holds before flow d arrives. Then

after this iteration, either flow d is rejected and xdpd
= 0 does

not affect the validity of let(d + 1), or flow d is accepted and

let(d + 1) (6)

= let(d)

⎛

⎜⎝1 +
∑

i|e∈p
(i)
d

γ
(i)
d hd

ce

⎞

⎟⎠+
∑

i|e∈p
(i)
d

γ
(i)
d hd

Γpd
ce

≥ let(d)

⎛

⎜⎝1 +
∑

i|e∈p
(i)
d

γ
(i)
d hd

ce

⎞

⎟⎠+
∑

i|e∈p
(i)
d

γ
(i)
d hd

Γmaxce

=
(1 + 1

ce
)
�

d′<d|t∈[τs
d′ ,τ

f
d′ ]
�

p∈P
d′ |e∈p

�
i|e∈p(i) γ

(i)
d′ xd′phd′

Γmax

·

⎛

⎜⎝1 +
∑

i|e∈p
(i)
d

γ
(i)
d hd

ce

⎞

⎟⎠− 1
Γmax

≈ (1+ 1
ce

)
�

d′<d+1|t∈[τs
d′ ,τ

f
d′ ]
�

p∈P
d′ |e∈p

�
i|e∈p(i) γ

(i)
d′ xd′phd′−1

Γmax
.

(7)

The last approximation holds if ce 
 1 and ce 
∑
i|e∈p(i) γ

(i)
d hd, ∀d, ∀p ∈ Pd, ∀e. Therefore, the inequality

still holds after serving flow d, and the mathematical deduction
is valid.

On the other hand, due to the acceptance condition
L(pd) < 1, ∀d and the assumption ce 
∑

i|e∈p
(i)
d

γ
(i)
d hd, ∀d,

∀p ∈ Pd, ∀e, we have let(∞) < (τmax/γmin) · (1 + 1) + 1 =
O(τmax/γmin), and l̇max < 1 · (1 + 1) + 1 = 3. Combining
this with inequality (5), the link utilization can be bounded by

uet �
∑

d|t∈[τs
d ,τf

d ]

∑
p∈Pd|e∈p

∑
i|e∈p(i) γ

(i)
d hdxdp

ce

≤ O
(
log(Γmaxτmax/γmin)

)

ce log(1 + 1
ce

)

≈ O
(
log(Γmaxτmax/γmin)

)
(8)

The last approximation holds if ce 
 1, ∀e.
4) The operational budget constraints in the dual problem

is violated by at most O
(
log(Ψmaxτmax/γmin)

)
, if Bt 
 1

and Bt 

∑

i

∑
e∈p(i) betγ

(i)
d hd, ∀d, ∀p ∈ Pd, ∀t.

Similar to the proof in step 3), we show through mathemat-
ical deduction that the value of φt just before the arrival of
flow d is bounded by the following expression (9), as shown
at the bottom of this page.

On the other hand, due to the acceptance condition
L(pd) < 1, ∀d and the assumption Bt 
 ∑

i

∑
e∈p(i)

betγ
(i)
d hd, ∀d, ∀p ∈ Pd, ∀t, we have φt(∞) ≤

(τmax/bminγmin) · (1 + 1) + 1 = O(τmax/bminγmin).
Combining this with inequality (5), the budget utilization can
be bounded by

ηt �
∑

d|t∈[τs
d ,τf

d ]

∑
p∈Pd

∑
i

∑
e∈p(i) betγ

(i)
d hdxdp

Bt

≤ O(log
(
Ψmaxτmax/bminγmin)

)

Bt log(1 + 1
Bt

)

≈ O
(
log(Ψmaxτmax/bminγmin)

)
(10)

The last approximation holds if Bt 
 1, ∀t.
Rather than viewing uet in steps 3) and ηt in 4) as violations

to the capacity and budget constraints, we can scale ce and Bt

instead, and absorb the logarithmic factors in the competitive
ratio so as to avoid violations. It is possible to show that
(within constants) this is the best possible competitive ratio.

VI. MORE DISCUSSION

A. Support for Multi-RAT Scenarios

Latest UE may support multiple radio access technologies
and connect to different mobile networks that differ sig-
nificantly in performance, availability, and routing policies.
In addition to the difference in their inherent capabilities,
the network performances are also affected by fluctuations in

φt(d) ≥ (1 + 1
Bt

)
�

d′<d|t∈[τs
d′ ,τ

f
d′ ]
�

p∈P
d′ |e∈p

�
i

�
e∈p(i) betγ

(i)
d′ xd′phd′ − 1

Ψmax
. (9)
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Fig. 6. Extension on graph layering to support multi-RAT.

traffic demands and change of user locations. Therefore, when
routing mobile traffic flows, these differences must also be
taken into account in order to optimize the system performance
and the user experience.

In multi-RAT scenarios, throughput maximization can be
done in the same way as in a single-RAT scenario, except
that we should merge multiple networks into one large graph
and enforce different routing policies for each possible routing
option that the flow can be served with.

A straightforward solution is to reuse the graph layering
technique to set up separate branches for each routing option.
For example, assume that the UE can access either 2G or 4G
LTE at this point, then it has at least three routing options:

1) UE → BTS → SGSN → GGSN → Server over
2G GERAN and GPRS core network.

2) UE → BTS → SGSN → SGW → PGW → Server over
GERAN and GPRS interworking with EPC.

3) UE → eNodeB → SGW → PGW → Server over
4G LTE E-UTRAN and EPC.

If we merge both 2G and 4G LTE networks and set
up a branch for each routing option, then the layered
graph Ġd should look like the following Fig. 6, which requires
3 branches and a total of 11 copies of G. Note that different
copies of the destination node td in each branch should be
aggregated at the top because we only need one feasible path
from sd to td across all 3 branches.

The straightforward solution meets our expectations but can
be further improved. Because option 1) shares route segment
UE → BTS → SGSN with option 2), and option 2) shares
segment SGW → PGW → Server with option 3), it is possible
to use less copies of G to cover all routing options in the
multi-RAT scenario by merging those layers associated with
common route segments. As shown in Fig. 7, only 7 copies
of G is sufficient to get the same result.

B. Routing Across Network Boundaries

In many countries, mobile networks are operated by multi-
ple mobile Internet service providers across different regions.

Fig. 7. Merging layers representing common route segments in multi-RAT.

In many cases, a UE may not receive adequate cellular
coverage from its home network and thus requires roaming to
a visited network. However, charges made by different mobile
networks and QoS offered by different routing options may
vary widely. In such scenarios, coordination across different
mobile networks and communications between their SDN
controllers are necessary.

We adopt a master-slave model for network cooperations.
Since it is often the home network that determines a user’s
privileges and charges, we let the visited network serve as the
slave to provide a list of routing options to the master, while
the home network should act as the master to make the final
routing decisions based on the given options.

In 4G LTE networks, home-routed roaming traffic utilizes
a visited SGW (V-SGW) and a home PGW (H-PGW), and
crosses the boundary of home and visited mobile networks
via an IP exchange (IPX) network. We assume that the visited
network determines the route segment from the UE to the
IPX (denoted by node v) and makes a competitor charge
depending on the resources used, while the home network
takes over the control thereafter. In this process, the visited
network decides how to model the link lengths/costs and how
to route the roaming traffic till the IPX node v, e.g., according
to the proposed primal-dual algorithm, and then informs the
home network of the competitor charge gv and the actual
network latency wv . On the other hand, the home network
effectively sees a single (0, gv, wv,∞) link between the UE
and the IPX node v, and the total cost of routing is the sum of
node/link costs from node v to the server plus the competitor
charge gv, as shown in Fig. 8. In case there are multiple IPXs
connecting these two networks, the visited network needs to
provide routing options from the UE to all possible IPXs,
while the home network needs to select the best route from all
possible IPXs to the server. The rest of the problem is exactly
the same as before.

The method above applies to two selfish network operators
with conflict of interest and limited cooperation. Another
version of the problem is for two network operators with a
shared objective or two SDN controllers in the same network
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Fig. 8. Routing across two mobile network operators.

aiming for full cooperation. In this case, it is tricky to divide
the end-to-end latency quota across the two networks, but with
shared network state information each SDN controller is able
to make the routing decision alone and the scheduling tasks
can be distributed to both controllers.

VII. SIMULATION RESULTS

In this section, we perform numerical simulations to
compare the effectiveness of the proposed algorithm against
other prevalent heuristics, and demonstrate how our algorithm
outperforms these alternatives.

First, we list the routing algorithms to be compared:
1) PhSp: per-hop shortest-path routing. This is the baseline

algorithm in which all links are given a uniform unit
length, and the scheduler iteratively finds the closest
(in terms of the number of links) next-hop NE in a
hop-by-hop manner and connects these segments up to
construct an end-to-end path.

2) PhMl: per-hop minimum-latency routing. This works in
a similar way to PhSp except that the network latency is
minimized instead of the length of each route segment.

3) Sp: end-to-end shortest-path routing. This algorithm
is an improved version of PhSp that utilizes the
graph layering technique to find the end-to-end shortest
(in terms of the number of links) path instead of con-
necting up shortest route segments hop by hop.

4) Ml: end-to-end minimum-latency routing. This works in
a similar way to Sp except that we are now trying to find
an end-to-end path with the minimum network latency
rather than the number of links that compose the path.

5) Csp: end-to-end constrained shortest-path routing. In this
algorithm, both network latencies and path lengthes are
considered, and our objective is to minimize the end-to-
end path length under network latency constraints.

6) PdCsp: end-to-end primal-dual constrained shortest-path
routing. This is the proposed competitive online algo-
rithm that is aware of bandwidth variations and follows
the primal-dual approach to assign link lengths and
perform end-to-end latency-constrained shortest path
routing.

The next step is to construct a mobile network and some
traffic flows for simulation. In order to reflect real-world

TABLE II

SIMULATION PARAMETERS FOR EXPERIMENT I

latencies, we abstract the contiguous United States territory
as a 2800mi×1500mi rectangular plane, and deploy network
nodes and links on this plane. We first construct a backbone
network with 20 backbone routers and 30 backbone links.
These backbone nodes are randomly placed and linked but
we ensure that the whole network is connected. The backbone
links are assigned a uniform capacity of 40Gbps, which
corresponds with the OC-768 fiber links that were deployed
by AT&T around 2008. Then we add 80 more routers and
some more links to simulate the wide area networks (WANs)
operated by local ISPs. These WAN nodes are deployed
sequentially and they only connect to one or two nearest
already deployed nodes. These WAN links are assumed to
have a uniform capacity of 10Gbps. Regardless of backbone
network or WAN, the network latency of a link is approxi-
mated as the geographical distance between the two end nodes
divided by the speed of light in fiber. After that, 2000 traffic
flows are generated with random starting/ending time slots,
UE/resource nodes, and bandwidths between 1Mbps and
1Gbps. Each traffic flow has only one UE node, but may have
multiple resource nodes to account for CDN or geographical
distribution of resources. In Experiment I, we assume that all
UE-generated traffic flows need to traverse through a SGW
and a PGW before reaching the server. These UE, SGW,
PGW, and server nodes are randomly attached to backbone and
WAN nodes. A list of all parameters used in the simulation is
summarized as in Table II, where randInt(a, b) represents a
random integer value uniformly chosen from range [a, b].

We do not impose any operational costs, capacity limits, or
bandwidth variations on NFV and MCC elements in this exper-
iment, so that the advantages of the proposed algorithm in
terms of routing under capacity and latency constraints as well
as the impact of different NE densities can be clearly demon-
strated. Also note that all topologies and capacity/demand
values are arbitrarily chosen here for demonstration purposes
only; the actual values may change significantly over time.
When applying the algorithms to real networks, up-to-date
link capacities, accurate user demand estimations, and realistic
budget/cost assessment are key considerations.

We first compare the performance of all 6 routing algorithms
under different NE densities. The metric to be used for
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Fig. 9. Total amount of traffic accepted under different NE density levels.

Fig. 10. Total amount of traffic accepted under different latency bounds.

evaluation is the total amount of traffic accepted over time,
which is also the objective of the problem addressed in this
paper. The simulation results are shown in Fig. 9. As we can
see, the performance of the baseline PhSp algorithm is always
lower than others in this simulation. PhMl performs better in
this simulation because it seeks the minimize the latency for
each flow so that more flows can meet the latency constraints.
Sp and Ml are superior to their per-hop counterparts in this
simulation because the routing path is optimized from end to
end. Csp achieves even higher performance in this simulation
by balancing the tradeoff between path lengths and network
latencies. Finally, our proposed PdCsp algorithm is able to
accept the highest amount of traffic over time, which is more
than 100% higher than the baseline algorithm in many cases.
The significant improvement should be attributed to 1) end-
to-end path optimization, 2) congestion-aware traffic steering,
and 3) the primal-dual approximation.

Next, we gradually decrease the latency bound from 10ms
to 2ms, and see how different algorithms react to such
changes. The results are plotted in Fig. 10, which has a
similar look to Fig. 9. Again, the proposed PdCsp algorithm
significantly outperforms other heuristics. Also, we can see
from both figures that the performances of Ml, Csp, and PdCsp
are very close when the latency constraint is stringent given
the NE density. This is due to the fact that 1) there are
few alternative routes that can meet the low latency bound,
and 2) the network is generally under-utilized so congestion
avoidance does not take effect.

Fig. 11. Impact of SGW/PGW/resource density levels on the total amount
of traffic accepted over time under 10ms latency constraints.

Fig. 12. Impact of SGW/PGW/resource density levels on the network latency.

Then we set out to investigate the impact of separate SGW,
PGW, and resource densities on the network performance.
In addition to the “All” scenario in which the densities of all
NE are changed simultaneously, we also test the network per-
formances when only one kind of NE is affected at a time (e.g.,
n_sgw = 4, 8, 12, 16, 20) while all others are kept the same
(e.g., n_pgw = n_resources = 20), as shown in Fig. 11. Note
that all bars at n_sgw = n_pgw = n_resources = 20 are
the same because they are essentially using the same settings.
From the plot we can see that the impact of SGW density
is more significant than that of PGW density, which in turn
is more significant than that of resource density. The reason
why SGW density plays a more important role is due to the
fact that there is only one UE involved in each flow, whereas
multiple candidate servers can participate in the same route
selection process. Therefore, the triangular routing problem
is more sensitive to the SGW density. On the other hand,
resource density has a much weaker influence than SGW and
PGW densities because flows terminate at resource nodes and
the choice of resource nodes do not cause any further routing
inefficiencies.

Network latency is another important metric to be consid-
ered. In all previous simulations, we have set a latency bound,
which not only limits the amount of traffic that can be accepted
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TABLE III

SIMULATION PARAMETERS FOR EXPERIMENT II

Fig. 13. Total amount of traffic accepted over time under different budgets.

but also biases the average network latency observed by all
flows. In Fig. 12, we remove the latency constraints from
all flows, and use the proposed PdCsp algorithm to show
how different NE densities affect the average network latency.
Note that after we remove the latency constraints, almost all
traffic demands can be accepted in most cases, but the average
network latency increases significantly. This is becausePdCsp
seeks to maximize the total amount of traffic accepted over
time by balancing the link utilizations throughout the network,
and thus the paths chosen may not have low latencies after
the latency constraints are removed. Again, we could see that
SGW density most significantly affects the average network
latency, followed by PGW and resource densities.

Till now we have been focusing on the performance under
network capacity and latency constraints only. The capabilities
of the proposed PdCsp algorithm in handling bandwidth
variations over different route segments and meeting total
operational budgets bring more advantages to the proposed
algorithm. These shall be verified in Experiment II. In this
experiment, we reuse the backbone and WAN network settings.
As outlined in Table III, a fixed number of 20 SGW, PGW, and
MCC nodes are attached to the network, each having a random
operational cost between 0 and 2 with an average of 1 unit
per time-slot. There are 1000 randomly generated traffic flows.
Each user request has 20 candidate resource nodes on average,
and must sequentially pass through one instance of SGW,
MCC, and PGW before reaching the resource. The bandwidth
may vary randomly between 1/5 and 5 when passing through
the MCC host.

In Fig. 13, we compare the performance of various rout-
ing algorithms under different budget constraints. It can be

TABLE IV

COMPARISON OF ALGORITHMS

seen that PdCsp gains huge advantage over other alternatives
when the budget is tight, because it gives preference to less-
demanding traffic flows in this situation while all others are
ignorant of the capacity and budget constraints. The advan-
tage of budget awareness gradually goes away as the budget
increases and the performance becomes network-constrained.
Another interesting phenomenon in this simulation is that
the order of performances here significantly differs from
our previous observations from Experiment I: Sp performs
worse than PhSp, Ml performs worse than PhMl, and Csp
performs worse than Ml. Such a contradiction seems surprising
at first glance, but this is actually reasonable because all
alternative algorithms other than PhCsp are just heuristics.
Some heuristics may happen to perform better than others
in certain situations, but the lack of simultaneous congestion
and budget awareness makes them incapable of securing a
guaranteed performance improvement.

Finally, the advantages of the proposed PdCsp algorithm
over other alternatives are summarized in Table IV.

VIII. CONCLUSION

In this paper, we reveal the infrastructure inefficiencies and
routing inflexibilities in current mobile networks, and propose
an SDN-based architecture with cloud computing to address
the potential bottlenecks and challenges of next generation
mobile networking. In order to enable policy-aware routing
and provide QoS guarantee, we formulate a multi-commodity
flow problem with side constraints, and follow the primal-
dual approach to obtain a log-competitive solution using a fast
online approximation algorithm. Extensive simulations have
been performed to investigate the impact of various parameters
on the network performances. These results also show that our
algorithm significantly outperforms prevalent heuristics due
to end-to-end optimization, congestion/budget awareness, and
primal-dual approximation.
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